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Abstract The ability to predict the effects of toxicants in

organisms with reasonable accuracy depends to a great

extent on the toxico-kinetic models used to describe such

effects. Toxic effects of organic chemicals and heavy

metals have been described adequately using a hyperbolic

model that considers the concentration of the toxicant and

the time of exposure only. Such a model relies on the

median time to effect (ET50) of a chemical to estimate

effects at any exposure time, but cannot make predictions

for concentrations other than those tested experimentally.

A complementary log-to-log model can calculate all ET50

values for a toxicant, thus enabling the hyperbolic model to

predict any level of effect for any combination of con-

centrations and times of exposure. The parameter values

used in both models are obtained from experimental bio-

assays where the time-to-effect of a toxicant is recorded

regularly in addition to standard acute or chronic toxicity

data. These models will facilitate the risk assessment of

chemicals by (1) predicting effects under any combination

of time and concentrations, and (2) reducing to a minimum

the experimental efforts required to obtain comprehensive

ecotoxicity data.

Keywords Modelling � Risk assessment � Exposure �
Time–dose relationship � Insecticides

Introduction

Prediction of toxic effects of chemicals on organisms is the

primary aim of ecotoxicology (Truhaut 1977). Traditional

approaches based on the dose–response relationship typi-

cally consider toxic effects at fixed exposure times, so the

estimation of the doses or concentrations required to pro-

duce any level of effect (percentile) can only be done for

such times. Because toxicity is a process that takes place in

time (Mackay et al. 1992), this traditional approach is,

however, unable to allow extrapolation from the measured

endpoints (e.g. 96-h LC50) to effects that may occur at

other times of exposure (e.g. 60-h LC50), thus limiting our

predicting ability enormously. Not surprisingly, current

toxicological databases are mere collections of endpoint

values obtained at fixed, unrelated times of exposure, and

as such these values cannot be linked to make predictions

for the wide range of exposures in the environment, and so

they are of little relevance in risk assessment.

In order to overcome this handicap, an increasing

number of researchers are using a variant of the traditional

toxicity testing protocol which includes the measurement

of effects at several times of exposure, not just at 24, 48 or

96 h. This time-to-event (TTE) approach is very powerful,

as it provides information on the acquired doses as well as

the exposure times needed for a toxic compound to produce

any level of effect on the organisms tested (Newman

and McCloskey 1996). Consequently, extrapolations and

predictions of toxic effects for any combination of con-

centration and time are now made possible.

The inclusion of exposure times in toxicology is not new

(see for instance Bliss 1937; Sprague 1969), but its use in

standard toxicity testing has been neglected until recently.

One of the drivers of this new approach has been the

realisation that exposure to most pollutants often occurs in
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episodic events or pulses rather than continuously (Pascoe

and Shazili 1986; McCahon and Pascoe 1990). Indeed, to

analyse and compare the impact of toxicants applied as

pulses or in a continuous manner the length of time

required for recording effects needs to be considered. Much

modelling has been derived from such investigations on

exposure to contaminants (Hickie et al. 1995; Chaisuksant

et al. 1997; Hoang et al. 2007), and a review on their

application to aquatic risk assessment can be found in

Reinert et al. (2002). Whilst toxicokinetic models such as

PULSETOX (Hickie et al. 1995) and DEBtox (Kooijman

2000) are based on mechanistic assumptions that consider

rates of uptake and transfer of chemicals between com-

partments (McCarty and Mackay 1993; Bedaux and

Kooijman 1994), other methods are empirical and typically

consist of regression lines fitted to transformed experi-

mental data. In both cases, the rates, constants and

coefficients used in the models are specific for the toxic

compounds and organisms concerned, and must be

obtained from experimental data sets.

Following the same line of research, we demonstrated in

our previous work (Sánchez-Bayo and Goka 2007) that

toxicity effects in time can be described by a hyperbolic

model that uses the Michaelis-Menten mathematical

expression. The model could be applied to acute as well as

long-term (chronic) exposures to organic or heavy metal

contaminants, and performed equally well with lethal or

non-lethal endpoints in a range of aquatic organisms, from

algae to zooplankton crustaceans and fish. In essence, the

hyperbolic model is a simplified version of the 4-parameter

sigmoid model commonly used in toxicology (Brisbin

1990; Forbes et al. 2001). The great advantage of the

hyperbolic model is its reliance on two variables only:

concentration of the toxicant and time of exposure, both of

which are known to the researcher. The model equation

requires, however, to input the time at which 50% of the

effect occurs (ET50), and this parameter must be calculated

for each chemical concentration in the TTE bioassays using

any of the standard procedures available (e.g. probit, logit

or Weibull models). In the end, the hyperbolic model relies

as much on specific sets of experimental data as do other

models. Although this is by no means a weak feature of any

model, it does not allow the hyperbolic model to estimate

effects in time for concentrations other than those tested.

How can we then extrapolate for the effects at unknown

concentrations?

This paper aims at providing a method for calculating

ET50s of unknown concentrations of toxic compounds,

which can subsequently be used in the hyperbolic model to

estimate toxic effects in organisms at any time of exposure

for any level of concern. Alternatively, the calculated

ET50s can be used with other models as well, since they

represent median effect values for given concentrations.

The outcomes find practical application in risk assess-

ments, as they enable the prediction of direct toxic effects

for any combination of dose or concentration and time

(Suter et al. 1987), whether they result from pulses, post-

acute or continuous exposure to toxic chemicals.

Material and methods

Experimental data

The data of interest are the median effective times (ET50s)

for various toxic chemicals and organisms. Such data were

either reported as such or could be calculated from the raw

experimental data published in research papers, as indi-

cated below. Also included are unpublished data from our

own experiments.

The toxic chemicals considered here are the metals

copper, zinc, cadmium (CdCl2) and the non-metallic,

essential element selenium. Among the organic toxicants,

comprehensive sets of toxicity data with time in the liter-

ature consulted were only found for the neonicotinoid

insecticides imidacloprid and thiacloprid. All concentra-

tions refer to external concentrations in the aqueous media.

Mortality was the endpoint reported in all cases, so the

ET50s reported here are in fact LT50s, although the former

acronym will be used throughout as the model is meant to

apply in general.

Data on single pulse exposures of Daphnia magna

Straus to copper, zinc and selenium were taken from Hoang

et al. (2007), who indicate the regression equations (in

Fig. 1 of that paper) that allow calculation of ET50s for a

range of concentrations of the respective elements. Their

equations were derived from series of exposures that rep-

resented 202 different combinations of metals, metal

concentrations, pulse duration and number of pulses.

Exposure durations for single pulses—the only ones con-

sidered here—varied from 24 h for selenium to 150 h (over

6 days) for copper and 500 h (21 days) for zinc. Mortality

was measured throughout those periods, but the exposures

ended between days 1 and 6, so acute as well as latent

effects (Brent and Herricks 1998) during the post-exposure

periods are both included here. The reader is referred to

that paper for a complete explanation of the experimental

setup and conditions used by the authors.

Chronic toxicity data for D. magna exposed to CdCl2 for

21 days was taken from Kooijman (1981). The aqueous

media in this case was refreshed at regular intervals to

ensure a constant concentration of the toxic substance in

the media, as recommended for chronic toxicity tests. The

results show the cumulative effect of the toxicant over

time, which follow first order kinetics. Mortality of the

cladocerans at each of the five concentrations tested was
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recorded at several intervals during the entire experimental

period, and the corresponding ET50s were calculated based

on the published raw data, and were also reported in our

previous paper (Sánchez-Bayo and Goka 2007).

For fish, data on exposure of guppies (Poecilia reticu-

lata Peters) to a diluted pulse of zinc was obtained from

Widianarko et al. (2001). Survival data were recorded at

12 h intervals for the duration of the experiment (144 h). In

this case, replacement of 10% of the zinc solution with

clean water was done every 12 h, thus introducing a pro-

gressive dilution factor that affected survival: the authors

report a levelling off in mortality after 60 h for the lowest

concentration tested (4.94 mg/l).

Short-term exposure (4 days) of the freshwater ostracod

Cypridopsis vidua O. F. Muller to imidacloprid was carried

out in our laboratories. The data was pooled from three

different bioassays, which involved four replicates for each

of the concentrations tested in accordance with standard

guidelines for cladocerans (OECD 1993). The conditions

of the assays are described in Sánchez-Bayo and Goka

(2006), and the original data set and calculated ET50s were

reported in Sánchez-Bayo and Goka (2007). The same

experimental conditions were used with toxicity tests of

D. magna cultures exposed to gradient concentrations of

imidacloprid, but in this case post-exposures from 4 to

10 days were used.

Finally, data for seven species of aquatic arthropods

exposed to thiacloprid were taken from Beketov and Liess

(2008), where the reader can find a detailed description

of their experimental conditions. The authors reported

the survival of three species of crustaceans (the cladoc-

eran D. magna, the isopod Asellus aquaticus L. and the

amphipod Gammarus pulex L.) and four species of

aquatic insect larvae (the dragonfly Sympetrum striolatum

Charpentier, caddisfly Notidobia ciliaris L., blackfly

Simulium latigonium Rubtsov and mosquito Culex pipiens

molestus Froskal). Exposure durations varied between 17

and 30 days for crustaceans, and 11–15 days for all larval

insects so they represent acute toxicity as well as post-

exposure effects of a single pulse. As the original data

values could not be obtained in this case, survival of each

species was estimated from the graphic plots; this pro-

cedure introduced an error in the calculation of ET50s,

which must therefore be considered as approximate val-

ues, but still provided a good data set for the purpose of

this paper.

Data analysis

A median effective time to cause 50% mortality of the

organisms was calculated for each of the concentrations

tried in the bioassays, using a lognormal regression on the

above survival data against time of exposure. For survival

of Daphnia exposed to copper, zinc and selenium, Hoang

et al. (2007) provide in Fig. 1 of their paper the equations

needed to calculate the ET50 values.

To describe the relationship between toxicant concen-

trations and their corresponding ET50s, a plot of such

values on the normal scale revealed a hyperbolic curve that

is asymptotic on the y axis (Fig. 1a). Indeed, at a concen-

tration of zero the time required to cause 50% effect on a

group of organisms is theoretically infinite. In reality, the
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Fig. 1 a The relationship between toxicant concentration in the

media and time to 50% effect (ET50) in the organisms exposed

follows a hyperbolic curve asymptotic on the y axis; in reality, this

asymptote is determined by the no-effect concentration (NEC), while

the upper limit of the curve is determined by the life span of the

organism. b The same relationship becomes a straight line when using

the logarithms of both variables. See text for an explanation of the

‘buffer’ region
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asymptote is the no-effect concentration (NEC) as defined

by Kooijman et al. (1996). It is also evident that the life

span of the organism determines the upper limit of the

curve. This type of curve is best described by a power

function of the type

y ¼ a� x�b ð1Þ

For ease of calculation the coefficients a and b can be

obtained by linear regression on the natural logarithm

transformed data of both y and x variables (Fig. 1b); in our

case the dependent variable (y) was the ET50 and the

independent variable (x) the external chemical

concentration C

ln ET50 ¼ a0 � b � lnC where a0 ¼ ln(aÞ ð2Þ

A characteristic of this type of curve is the existence of a

‘buffer’ region, close to the origin in Fig. 1a, where small

changes in concentration do not translate in ample

variations of the corresponding time to effect. However,

departures from this narrow region will result in either

extended periods to cause an effect when the

concentrations are below the critical range, or very little

time difference when the concentrations are far beyond this

range. This feature cannot be appreciated in the linear plot

of Fig. 1b. Equation (2) is similar to the model described

by Zhao and Newman (2004), and this point will be

discussed below.

Model validation

The above empirical model allows calculation of ET50

values for a given toxicant concentration and viceversa.

To validate the model, a good fit between the estimated

and reported ET50s should be obtained. But because most

toxicological data are reported as LC50s rather than ET50s,

and this is the case with the data presented here, the

estimated ET50 values are of no apparent use for this

validation. However, this obstacle is overcome when

considering that any LC50 represents the lethal concen-

tration for 50% of the organisms at a particular time,

whereas an ET50 is the actual time for the indicated LC50.

All that is needed is to match them in time. To this pur-

pose, the hyperbolic model (Sánchez-Bayo and Goka

2007) was used to extrapolate LC50 values for the reported

times used by the authors for each organism and toxicant

considered.

Having done so, the two sets of estimated and reported

LC50s could now be compared by a linear regression. As

reported LC50s vary on the logarithmic scale, the regres-

sion was done on the logarithmic transformed values.

Validation could only be performed with the neonicotinoid

insecticides, since LC50 values for the metals were not

reported by the respective authors.

Results

Estimated ET50 values for several concentrations of

chemical elements tested on D. magna and Poecilia

reticulata are indicated in Table 1. The parameters of the

fitted model are indicated in Table 2. In general, the

goodness of fit of the model is above 80%, and for sele-

nium r2 = 0.998. For Daphnia, a graphic representation of

the model (Fig. 2) shows that the regression lines for Zn

and CdCl2 are almost parallel, indicating that the rate of

uptake of these two toxicants by this organism is very

similar: the only difference is the inherent toxicity of each,

which is higher for CdCl2 and lower for Zn. The low fit in

the case of guppies (r2 = 0.796) may be due to the dilution

already mentioned above.

Values of estimated ET50s for the neonicotinoid insec-

ticides thiacloprid and imidacloprid for several species of

Table 1 Estimated times to 50% mortality (ET50) for the waterflea

D. magna and guppy (P. reticulata) after exposure to a gradient of

metal concentrations

Species Chemical Concentration

(lg/l)

ET50

(h)

Daphnia
magna

Coppera 28 782

32 156

48 77

56 48

64 30

Zinca 59 3,912d

125 768

250 47

500 32

750 23

Seleniuma 158 78

800 17

1,200 12

1,600 9

2,000 6

CdCl2
b 3.2 7,010d

5.6 1,392

10 901

18 270

32 136

56 45

Poecilia
reticulata

Zincc 5,600 23,322

10,000 12,893

18,000 6,775

32,000 141

a Hoang et al. (2007)
b Kooijman (1981)
c Widianarko et al. (2001)
d Estimated effect times longer than life span of D. magna
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aquatic organisms are indicated in Table 3, and the rela-

tionship between these values and the corresponding

concentrations is shown graphically in Fig. 3. A good fit to

the model was obtained, with r2 values above 0.76 in all

cases (Table 4).

Unlike some chemical elements, the regression lines

obtained for these organic toxicants are not parallel. This

can be interpreted as an indication of different sensitivities

among organisms and compounds, because the mode of

action of the two insecticides is the same. For instance,

Daphnia is much more tolerant than Cypridopsis when

exposed to imidacloprid; the ostracods appear to be not

only very sensitive but also have a lower gradient of

response than Daphnia to this insecticide. Among the

arthropods shown in Fig. 3, the amphipod G. pulex is the

most sensitive species and dragonfly nymphs the least to

the insecticide thiacloprid.

Table 5 shows the LC50s reported for the two neoni-

cotinoids tested on these species of aquatic organisms. The

corresponding predicted values were estimated using the

hyperbolic model of Sánchez-Bayo and Goka (2007). A

regression line on their transformed logarithms indicates a

very good fit between the two sets of data (r2 = 0.97),

which can also be seen graphically in Fig. 4. This provides

a great deal of confidence in the models used: the empirical

log-to-log equation describing the relationship between

ET50 and chemical concentrations as well as the hyperbolic

model used to predict the LC50s.

Discussion

The time required for a toxicant to cause a 50% effect in

organisms can be easily determined for any concentration

of toxicant using data from experimental bioassays. It has

been demonstrated in this paper that a simple log-to-log

Table 2 Parameters of the regression equation ln(ET50) = a ?

b�ln(C) fitted to the data shown in Fig. 2 and Table 1

Species Chemical Intercept (a) Slope (b) r2 n

Daphnia magna CdCl2 3.6 9 104 -1.657 0.982 6

Copper 3.3 9 107 -3.355 0.893 5

Selenium 1.1 9 104 -0.969 0.998 5

Zinc 1.6 9 107 -2.114 0.923 5

Poecilia reticulata Zinc 8.6 9 1014 -2.742 0.797 4

Daphnia magna
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Fig. 2 Time to 50% mortality for Daphnia magna exposed to

different concentrations of metals. Data sources: Cu, Zn and Se from

Hoang et al. (2007); CdCl2 from Kooijman (1981)

Table 3 Estimated times to 50% mortality (ET50) for several aquatic

arthropod species after exposure to gradient concentrations of two

neonicotinoid insecticides

Species Insecticide Concentration

(lg/l)

ET50

(days)

Cypridopsis vidua Imidacloprida 4 5.2

16 3.0

64 3.3

250 2.3

1,000 2.0

4,000 0.9

Daphnia magna Imidaclopridb 250 384.7d

750 69.7

2,220 18.6

6,700 15.0

20,000 18.4

60,000 3.0

Gammarus pulex Thiaclopridc 99 63.6

364 16.7

988 6.5

3,100 3.2

9,520 0.9

Simulium
latigonium

Thiaclopridc 2.1 23.4

4.2 11.5

6.7 12.1

10.9 1.5

Sympetrum
striolatum

Thiaclopridc 7.2 20.6

8.0 17.2

12.7 13.0

113.3 3.2

a Sánchez-Bayo and Goka (2007)
b New data, this paper
c Beketov and Liess (2008)
d Estimated effect times longer than life span of D. magna
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relationship (Eq. 2) applies to both variables, the ET50 and

the external chemical concentration. The specific coeffi-

cients of this relationship can be easily derived from time-

to-event experimental bioassays, a variant of standard

toxicity tests in which effect levels are recorded throughout

a period of time (Newman and McCloskey 1996). This

straightforward relationship has advantages over other

models proposed to date (Table 6), which typically require

the calculation of rates and other parameters derived from

experimental data. In order to understand the usefulness of

this simple approach, its applications and consequences, let

us compare it with other models that are being used to

describe the effects of toxicants with time.

The first models that examined the influence of time of

exposure on the toxic effects on organisms can be attrib-

uted to Brown et al. (1969) and Mancini (1983). Basically,

these authors aimed at determining the time required to

observe a specific level of effect (i.e. percent mortality)

after exposure of aquatic organisms to known concentra-

tions of toxicants. For a given concentration of either a

single compound or a mixture of compounds, a linear

relationship between the percent mortality and the natural

logarithm of the time needed to achieve such effect was

found. The underlying kinetics of the model are explained

by Mancini in terms of uptake and depuration (detoxifi-

cation) rates in a single compartment, which effectively

determine the internal dose responsible for the observed

mortality (Connolly 1985). These rates are calculated from

the experimental bioassay data, thus introducing additional

parameters which are specific for the species and chemicals

tested, a feature common to the majority of toxicological

models. The bioaccumulation model of Mancini could be

employed to calculate the probable mortality of fish from

exposure to any time history of toxic concentrations, pro-

vided that such concentrations remained constant

throughout the period of exposure, which is hardly the case

in natural environments.

In order to estimate the mortality due to fluctuating

exposures, Breck (1988) introduced the damage–repair

model based on the kinetic assumptions of the above bio-

accumulation model. In Breck’s model, damage to an

individual accumulates with exposure time, and death of an

individual occurs when the damage level reaches that

individual’s threshold level. The mathematical expression

of his model uses only the concentration levels in the

external media and the time of exposure to calculate the

percent mortality (Table 6), and also indicates a way to

estimate the median time to death (t50 or ET50) which is

very similar to the Eq. (2) proposed here. The coefficients

for such equations could be obtained from experimental

data, although their calculation is not as straightforward as

it seems. Hoang et al. (2007) have recently produced a

model that predicts mortality as a function of the time

duration in single or multiple pulse exposures. Their model

is based on first order kinetics and introduces a mortality

rate constant that is specific for each compound, and a

recovery time to predict effect levels (Table 6).

Dixon and Newman (1991) analysed the time-to-death

after exposure to heavy metals, and Newman and Aplin

(1992) explained the advantages of this approach in eco-

toxicology, which subsequently was called time-to-event

analysis or TTE (Newman and McCloskey 1996). Further

work by Newman and colleagues on this subject has led to

a better understanding of the toxic processes in time. The

relationships among the three variables of interest (i.e.

concentration of toxicant, time of exposure and percent

level of effect) are usually analysed by means of regression

equations fitted to the experimental data. Typically, the

natural logarithms of either variable are used, and besides

Neonicotinoids
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Gammarus
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Daphnia

Fig. 3 Time to 50% mortality for several arthropod species exposed

to different concentrations of the insecticides imidacloprid (Cyprid-
opsis vidua and Daphnia magna) and thiacloprid (other species).

Concentrations for Sympetrum and Simulium species are in lg/l; for

all other species in mg/l. Data sources: imidacloprid from Sánchez-

Bayo and Goka (2006); thiacloprid from Beketov and Liess (2008)

Table 4 Parameters of the regression equation ln(ET50) = a ? b�ln(C)

fitted to the data shown in Fig. 3

Species Chemical Intercept

(a)

Slope

(b)

r2 n

Cypridopsis vidua Imidacloprid 1.55 -0.215 0.872 6

Daphnia magna Imidacloprid 74.44 -0.742 0.863 6

Gammarus pulex Thiacloprid 7.25 -0.909 0.992 5

Simulium latigonium Thiacloprid 91.29 -1.476 0.755 4

Sympetrum
striolatum

Thiacloprid 70.50 -0.655 0.997 4
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the necessary equation coefficients, other parameters (e.g.

body size) that result in better predictions are often inclu-

ded. In essence, their models aim at predicting the

proportion of organisms dying at any combination of

concentrations and exposure times (Zhao and Newman

2004, 2006), although other effects such as recovery in

time can be analysed as well. Response surfaces can be

generated to indicate predicted level of effects with time;

such levels can be seen graphically whenever the chemical

concentration is plotted against the time of exposure

(Fig. 5a). The survival model equation of Zhao and New-

man (Table 6) is similar to Eq. (2) and to the second

equation in Breck’s model, the main difference being that

the latter two models specifically estimate the median time

to death instead of lethality at any other time. Thus, our

approach is also very similar to the one undertaken by these

authors, as we all intend to predict the effects of varying

concentrations of toxicants with time, but the main

advantage of our Eq. (2) is that it does not require cor-

rections by error coefficients as indicated by other authors

(Newman 1995).

In spite of the obvious applications of the former models

for estimation of risks under varying concentrations of

either single toxic chemicals or their mixtures in the

environment, many authors have adopted a different

approach and sought to design mechanistic models based

on similar toxicokinetic principles. One such model is

PULSETOX (Hickie et al. 1995), specifically designed to

deal with pulses. Its authors point out that acute lethality

tests are essentially toxicokinetic bioassays where the

response of the organism incorporates the accumulation of

the critical body residues (CBR) in addition to the time to

respond. As in Mancini’s bioaccumulation model, the rates

of uptake and depuration are estimated first from the

experimental data, and then are used as inputs in the model

equation in order to estimate the inverse of the median

lethal concentration (1/LC50) with increasing times of

exposure (Table 6). The PULSETOX model assumes that a

CBR threshold must be reached for the toxic effects to take

place, and that the bioaccumulation rate for a given

chemical is constant over time. A more general model, the

Dynamic Energy Budget or DEBtox is based on similar

Table 5 Comparison of

reported median lethal

concentrations (LC50) and their

95% confidence intervals (CI)

for several aquatic arthropods

with their predicted values using

the hyperbolic model

NR = not reported, as CI were

not reliable
a Beketov and Liess (2008)
b Sánchez-Bayo and Goka

(2006)

Species Compound Time (days) Reported

LC50 (lg/l)

CI (lg/l) Predicted

LC50 (lg/l)

Asellus aquaticus Thiacloprida 1 [698.5 – 948

4 299 142.5–627.2 332

19 153.4 58.8–399.6 102

Culex pipiens Thiacloprida 1 7.4 NR 9.6

4 7.1 NR 5.5

7 5.8 4.5–7.3 4.4

Cypridopsis vidua Imidaclopridb 1 3,951 NR 7,790

2 391 193–792 310

4 7.1 2.1–24 12

Daphnia magna Thiacloprida 1 7,200 NR 5,018

4 4,400 3,580–5,400 4,553

14 4,400 3,580–5,400 3,818

30 4,100 3,430–4,900 3,606

Imidacloprid 2 64,873 NR 129,315

10 9,500 NR 14,861

Gammarus pulex Thiacloprida 1 [9,520.0 – 8,845

4 580 450–740 1,925

17 190 170–210 392

Notidobia ciliaris Thiacloprida 1 7.7 NR 24

4 7 6.5–7.7 10

15 6.8 6.1–7.5 4.2

Simulium latigonium Thiacloprida 1 10.1 NR 21.3

4 7.8 6.6–9.2 8.3

11 5.5 3.7–8.2 4.2

Sympetrum striolatum Thiacloprida 1 [113.3 – 661

4 47.6 NR 79.8

11 31.2 23.8–40.8 17
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kinetic assumptions (Bedaux and Kooijman 1994) and was

developed by Kooijman and colleagues (Kooijman and

Bedaux 1996; Péry et al. 2002) to estimate endpoints such

as LC50, reproduction effects or growth EC50 in time. The

relationship between effective internal doses and external

concentrations is dependent on the chemical characteristics

of the compounds, which in their model are represented by

the specific bioconcentration factor of each compound

(Table 6). However, the application of DEBtox to envi-

ronmental risk assessment required further development,

and Bonnomet et al. (2002) developed a function to esti-

mate LC50s with time of exposure using the fundamental

basis of DEBtox. Their model generates an asymptotic

curve similar to the one obtained with PULSETOX and our

hyperbolic model. In a way, the curve produced by the

power Eq. (1) is similar to that of PULSETOX and Bon-

nomet’s asymptotic curves, but with the axes swapped

around. Our model is designed to estimate ET50 from

known concentrations, whereas all other models in Table 6

estimate effective concentrations for known times of

exposure—obviously, the opposite term of the equation can

be calculated as well.

Another toxicokinetic model was proposed by Yu et al.

(1999) to analyse the toxicity of halobenzenes to aquatic

organisms with increasing time of exposure. Using the

same assumptions on accumulation and uptake of organic

compounds explained earlier by Mortimer and Connell

(1994), the life expectancy reduction model estimates the

internal lethal concentration (IL50) as a function of the time

of exposure, and describes it by a linear relationship with

the natural logarithm of the median time to death (Table 6).

The simplicity of this linear model is evident, but the

normal life expectancy of the organisms, which is used as a

reference point, may be variable under different environ-

mental conditions, so the applicability of the model in

environmental risk assessment may be fraught with

difficulties.

One way or another, all these kinetic models enable the

prediction of standard median toxicological endpoints (i.e.

LC50, LD50, EC50) with time of exposure, a useful but

insufficient outcome because in risk assessment of chemi-

cals the prediction of toxicity endpoints other than the

median values is also important. After all, the decreasing

value of median toxicity endpoints with time can be

worked out using existing, conventional toxicity data, as

Sánchez-Bayo (2006) has shown for a large number of

organic pollutants tested on zooplankton crustacean taxa.

For prediction of different effect levels with time, the

approaches of Breck, Newman and colleagues indicated

above are preferred because they use directly (i.e. without

the need to calculate rates of any kind) the experimental

data obtained from toxicity bioassays (Fig. 5a). Using the

same approach, I found our hyperbolic model (Sánchez-

Bayo and Goka 2007) performed well for predicting the

toxicity effects of a variety of compounds and organisms

(Fig. 5b). The advantage of the hyperbolic model over any

other model indicated above is its mathematical simplicity

and the fact that it includes a median toxicity value (either

LC50 or ET50) as an essential input to generate the response

curves. The hyperbolic model is more useful when applied

to analysis of toxicity in time, as it can predict any level of

effect for a given chemical concentration at different times,

in which case only the ET50 value is required. However,

because experimental data can only generate a handful of

datasets, and each concentration is used to estimate a single

ET50 value, the hyperbolic model cannot predict any other

effect values (e.g. LCx) for concentrations other than those

tested. To be able to estimate the latter values for unknown

concentrations, the relationship between median effective

time and concentration must be known, and Eq. (2)

describes this relationship. Thus, the model presented in

this paper is complementary to the hyperbolic model. The

following example may help understand this point.

Let’s imagine that three concentrations of a toxicant,

namely C1, C2 and C3, were used in a TTE bioassay with a

particular aquatic organism, and that survival or another

toxic effect was recorded during 21 days of exposure. A

plot of the percent effect of each concentration against time

is well described by the hyperbolic model (Fig. 5b), so the

response curves based on the calculated ET50s for each

concentration (a, b and c respectively) represent the

R2 = 0.975
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Fig. 4 Validation of the relationship between concentration and time

to 50% mortality described in this paper. Predicted LC50 values were

obtained from their corresponding times to mortality using the

hyperbolic model (Sánchez-Bayo and Goka 2007)
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predictions for the time series. Now, let’s also imagine that

the same toxicant was found in certain environmental

waters at different concentrations (C4) from the ones tested,

so the hyperbolic model would be unable to predict the

effects of C4. Using Eq. (2), the regression on the known

ET50s against their respective concentrations (Fig. 5c)

allows us to estimate the ET50 for C4 (d in Fig. 5c), and

once d is known the hyperbolic model can now predict any

level of effect for the C4 concentration at any time (dashed

line in Fig. 5b).

Application of the hyperbolic model and its comple-

mentary Eq. (2) in risk assessment of chemicals is useful

in situations where single pulse exposures are the norm.

Indeed, the short-term acute toxicity and the latent effects

that may take place in prolonged post-exposures can be

predicted using the hyperbolic model, while the estimation

of the required ET50 parameter can be done using the Eq.

(2) for any chemical concentration of interest. For sce-

narios in which repeated pulses occur within a short period,

so that there is not sufficient time for recovery, other

models such as those proposed by Breck (1988) and Hoang

et al. (2007) may be more appropriate. In any case, the

relationship between the toxicant concentration in the

media and the time for 50% effect on the exposed

Table 6 Summary of models that allow estimation of toxic effects in organisms with time of exposure (t) to chemical concentrations (C)

Model Expression(s) Parameters Authors

Bioaccumulation CN(t)/ku = Cw/kr[1-exp(-krt)] CN(t) = internal concentration after t exposure

Cw = external concentration (media)

ku = toxic uptake rate

kr = detoxification rate

Mancini (1983)

Damage–repair P = a ? b ln(C) ? d ln(t)

ln(t50) = (P50-a)/d-y ln(C)

P = probit (% mortality)

P50 = probit (50% mortality)

t50 = median time to death

a, b, d and y = coefficients

Breck (1988)

PULSETOX 1/LC50 = 1/CBR�k1/k2(1-e-k2t) CBR = critical body residue

k1 = uptake rate

k2 = clearance rate

Hickie et al. (1995)

DEBtox dci/dt(t) = ke[Ce(t)-ci(t)]

ci(t) = Ci(t)/BCF

Ci = internal concentration (tissue)

Ce = external concentration (media)

ci = scaled concentration

ke = elimination rate

BCF = bioconcentration factor

Kooijman and Bedaux (1996)

Life expectancy

reduction

ILC50 = a ln(LT50/NLT50) ILC50 = internal LC50

LT50 = exposure time for 50% lethality

NLT50 = average normal life expectancy of

organism

a = coefficient (slope)

Yu et al. (1999)

Lethality in time Corg(t, C) = k�BCF�C�t if t B 1/k

BCF�C if t C 1/k

Corg = internal concentration (organism)

k = rate constant

BCF = bioconcentration factor

Bonnomet et al. (2002)

Survival model ln T = a - b ln C ? r L T = time to death

r L = error term

a, b = regression coefficients

Zhao and Newman (2004)

Single or multiple

pulses

ln(Mm) = -Kmtr ? ln(Mm0) Mm = mortality at exposure time t

Km = mortality rate constant

tr = recovery time

Mm0 = mortality when tr = 0

Hoang et al. (2007)

Hyperbolic P = Pmax�C/(ET50 ? C)

*ln(ET50) = a ? b ln(C)

P = % effect

Pmax = maximum effect (i.e. 100%)

ET50 = median time to effect

a, b = regression coefficients

Sánchez-Bayo and Goka

(2007) and this paper

* Indicates the reference for the model
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organisms is a useful one and can be applied inter-

changeably to extrapolate values between these two

variables. Alternatively, the ET50s can be used with any of

the other time-models indicated above.

The data used in this paper to validate this model refer to

a disparate array of individual chemicals with different

modes of action, and yet in all cases the predictions of the

model conformed very well to the toxicity endpoints found

in the literature consulted (Table 5; Fig. 4). Although this

relationship has been shown here for single compounds,

there is no objection in principle to its application to

mixtures of toxicants as well.

Whether Eq. (2) may be applicable to continuous,

chronic exposure at relatively constant concentrations of

toxicant is still uncertain, although I have shown above that

some data for chronic exposure of D. magna (Table 1) fit

this model well. The dynamics of uptake, bioaccumulation

and depuration of chemicals by the organisms concerned

must be taken into account in such cases, as well as the

possible adaptation to constant levels of chemical stress

(Grant 1998), because all these factors would change

substantially the actual time needed for mortality or other

toxic effects to be apparent. After all, chronic effects of

toxicants are better expressed by sublethal endpoints such

as reproduction indicators (Daniels and Allan 1981;

Walthall and Stark 1997) and biomarkers of physiological

and metabolic changes (Peakall 1992).

Conclusion

The relationship between chemical concentration of a

toxicant in the media and the time to produce effects in

50% of the organisms exposed has been described by a log-

to-log parametric equation using data for heavy metals and

organic toxicants. This simple relationship enables the

prediction of the median effective time (ET50) for any

chemical concentration in the media, and conversely to

estimate the concentration of toxicant needed to cause 50%

effect at any time of exposure. Whatever the parameter
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Fig. 5 a Time-to-event toxicity experiments allow the generation of

response surfaces indicating the survival levels (px in legend) for

different concentrations with time of exposure (after Zhao and

Newman 2004). b The hyperbolic model (Sánchez-Bayo and Goka

2007) produces similar response curves, and for each concentration

tested, C1, C2 and C3, a curve (solid lines) is generated from its

median time-to-death: a, b and c, respectively in the example shown.

c For any other concentration, the regression equation between the

already tested concentrations and their ET50s allows the determination

of other median effect values (d for C4), which in turn can be

incorporated in the hyperbolic model to produce its own response

curve (dashed line in b)

b
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sought, this relationship is very useful for risk assessment,

as it allows the extrapolation of values that can be used

with any of the toxicity models available to predict toxic

effects in most environmental situations. Specifically, the

estimated ET50s can be used as inputs of the hyperbolic

model in order to predict acute and latent effects of toxi-

cants under single pulse exposures.
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